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Abstract-This paper address the design and tuning schemes 
for a feedback controller of an induction motor drive by 
employing three different algorithms inspired by the 
behavior of the ants. A mechanical equivalent model of the 
drive is considered along with the parameter variations which 
are prominent in the system. A line of comparison is drawn 
between the three different algorithms discussed in the paper 
and the simulation results prove the superiority of the Fuzzy-
Ant Colony Optimization (Fuzzy-ACO) results to the other 
results already reported in literature. Thus the dynamic 
response of the drive can be improved by tuning the 
controller for its optimal values by using the Fuzzy-ACO 
approach. 
 
Keywords- ACO, Fuzzy System, PI Controller, Controller 
Tuning. 
 

I. INTRODUCTION 
Induction Motors (IM) find a widespread usage and 
popularity owning to its cheap and rugged structure which 
is realized without the use of slip rings [1]. The variable 
speed operation of the drive is widely needed for the 
numerous industrial and domestic applications and thus the 
speed control of the drive is essential [2]-[3]. A variety of 
speed control methods for the IM drive have been widely 
studied in literature and include Scalar Control, Vector 
Control, Direct and Flux Control, Sliding Mode Control 
and the Adaptive Control etc [4]-[6]. 
The Scalar Control of the drive provides a sluggish 
response and is easily prone to instability. This limitation 
of the scalar control can be overcome by employing Vector 
Control methods. However the Vector Control methods 
demand for a highly accurate mathematical model and 
cannot respond accurately to unknown and unavoidable 
variations (load variation, parameter variation due to 
temperature, disturbances and saturation) etc [7]-[8]. All 
these limitations impede for the need for a controller 
design and its online tuning to account for the variations in 
load and system parameters. Controller design and tuning 
can be done using Genetic algorithm, Simulation 
Annealing and several other techniques. In contrast to the 
other soft computing techniques such as Genetic algorithm 
(GA), Simulation Annealing (SA), the ACOs advantage 
lies in its multi–agent approach (distributed 

calculation),positive feedback system(uses the result of the 
previous performances) , greedy searching and a better 
scalability [9]-[11]. However the design and tuning of the 
controller has already been reported in the literature [12] 
but this paper outlines three different algorithms which 
provide a superiority of results to the results already 
reported in literature [13]. 
A PI (Proportional Integral) controller is designed and 
tuned with a hybrid algorithm termed as the Ant Colony 
Optimization (ACO) algorithm [12]. The ACO is a 
heuristic algorithm inspired by the behavior of ant 
colonies. However the Fuzzy control is a highly effective 
approach to deal with the non linear, parameter varying 
and complex systems [14].These merits of the Fuzzy 
approach have been utilized for the development of the 
Fuzzy-ACO approach as presented in this paper.  
The paper is organized as follows. Section II discusses the 
electrical and mechanical equivalent model of the 
induction motor drive while section III outlines the various 
steps involved in the ACO approach for the controller 
design of an induction motor. Section IV is devoted to the 
development of an algorithm for the design and tuning of a 
PI controller with the second variant of the ACO approach 
which includes the heuristic factor. Section V presents the 
Fuzzy- ACO approach. The simulation results and their 
comparison have been discussed in the section VI while 
section VII concludes the proposed work. 
 

II.INDUCTION MOTOR MODEL 
Induction motors also known as the asynchronous motors 
can be used as induction generators or can be formed in to 
linear induction motors which generate linear motion. The 
efficient dynamic performance of the drive still remains a 
challenging problem because of the highly non linear 
nature of the drive and variations in its parameters. The 
above reasons even compound the process of controller 
design. 
The electrical equivalent circuit of the squirrel cage 
induction motor drive [15]-[16] is as shown in Fig.1. The 
various system equations in the synchronous or rotating 
frame are as given below:- 									 ௦ܸௗ	 = ܴ௦݅௦ௗ	 + ௦ௗሶߣ − ߱ௗߣ௦௤                            (1)                        
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       	 ௦ܸ௤	 = ܴ௦݅௦௤ + ሶ	௦௤ߣ + ߱ௗߣ௦ௗ                (2)               
       	0 = ܴ௥݅௥ௗ + ሶ௥ௗߣ −                                                                                                                     ௥௤                              (3)ߣௗ஺ݓ
        0 = ܴ௥݅௥௤ + ሶ௥௤ߣ + ߱ௗ஺ߣ௥ௗ                              (4)                                                                                                                     

The fluxes so developed in the system are related to the 
system currents as follow 
 

ێێۏ           
ۑۑے௤௥ߣௗ௥ߣ௤௦ߣௗ௦ߣۍ

ې = ൦ ௦ܮ 0 ௠ܮ 00 ௦ܮ 0 ௠ܮ௠ܮ 0 ௥ܮ 00 ௠ܮ 0 ௥ܮ ൪ ൦
݅ௗ௦݅௤௦݅ௗ௥݅௤௥൪                   (5)                                         

Thus 

                           ൦݅ௗ௦݅௤௦݅ௗ௥݅௤௥൪ = ଵ௅೘మ ି௅ೝ௅ೞ ∗ ሾܣ	ሿ ൦݅ௗ௦݅௤௦݅ௗ௥݅௤௥൪ +
൦ܮ௦ 0 ௠ܮ 00 ௦ܮ 0 ௠ܮ௠ܮ 0 ௥ܮ 00 ௠ܮ 0 ௥ܮ ൪ ൦

݅ௗ௦݅௤௦݅ௗ௥݅௤௥൪ (6)                                                                                        

                                  
where A= 
 

ێێێۏ
ۍ ௥ܴ௦ܮ (߱ௗ஺ܮ௠ଶ − ߱௦ܮ௥ܮ௦) ௠ܴ௥ܮ− ௥(߱௦ܮ௠ܮ− − ߱ௗ஺)−(߱ௗ஺ܮ௠ଶ − ߱௦ܮ௥ܮ௦) ௥ܴ௦ܮ ௥(߱௦ܮ௠ܮ − ߱ௗ஺) ௠ܴ௦ܮ௠ܴ௥ܮ− ௠(߱௦ܮ௦ܮ − ߱ௗ஺) ௦ܴ௥ܮ ߱௦ܮ௠ଶ − ߱ௗ஺ܮ௥ܮ௦−ܮ௦ܮ௠(߱௦ − ߱ௗ஺) ௠ܴ௦ܮ− −(߱௦ܮ௠ଶ − ߱ௗ஺ܮ௥ܮ௦) ௦ܴ௥ܮ ۑۑۑے

ې
      (7)  

                                             
  The torque developed by the induction motor drive is 

given by 

      ௗܶ = ଷଶ ௉ଶ ௅೘௅ೝ ௥ௗ݅௦௤ߣൣ −                                       ௥௤݅௦ௗ൧ߣ
(8)  
                                                                                                             
The mechanical equivalent model of the IM drive can be 
expressed as 
௥ሶ߱ܬ				    + ௥߱ܤ = ௗܶ − ௟ܶ                            (9)                                                                                                                        
  
Where  ௟ܶ is the load torque. 
Since the Stator voltage is controlled by using back to back 
connected SCRs configuration, so the developed torque 
can be expressed as 
      		ܶ = ,ߙ)݂ ߱௥	)                                                         (10)                                                                                                                         
 where 	ߙ = firing angle of the thyristor 
           ߱௥= rotor speed in rad./s. 
Using the Taylor series and accounting for the variation in 
parameters, the above equation can be expressed as [12] 
                Δ ௗܶ	 = ௔ܭ ∗ Δߙ + ௪ܭ ∗ Δ߱௥              (11)                                                                                                                 
    
where 

	௔ୀܭ	                       Δ୘౛Δα
ቃ ߱௥ୀ௖௢௡௦௧௔௡௧                    																													ܭ௪ୀ	 Δ୘౛Δω౨ቃ ߙ =             ݐ݊ܽݐݏ݊݋ܿ

Using the above information, Eq. (9) can be expressed as  ܬ∆߱௥	ሶ + ௥߱∆ܨ = ∆ ௘ܶ	 − ∆ ௟ܶ                    (12) 

Fig.1Equivalent circuit of the Induction Motor in the d-q axis frame 
                                                                                                     
The parameter variation detoriates the dynamic 
performance of the drive and thus a need for the controller 
and its online tuning is felt. The basic schematic of the 
system is as shown in Fig.2 [12]. The performance of the 
drive is simulated using Matlab and the variation in the 
speed with time is as shown in Fig. 3. At some later 
instances, the load is introduced and the performance of 
the drive for the load variations is validated. However from 
the above simulation results it’s clear that for different 
operating conditions, the controller needs to be tuned 
individually. 
The objective of the paper is to present an improved 
dynamic response of the drive and to facilitate the online 
tuning of the controller so as to account for the variations 
in the system parameters. The desired objective is 
accomplished by designing and tuning the controller with 
the techniques discussed in the later sections. 
 

III. CONTROLLER DESIGN USING ACO TECHNIQUE 
ACO algorithm is a multi agent approach and has been 
widely studied in literature owning to its novel 
concept.ACO was introduced by Marco Dorigo, Vittorio 
Maniezzo and Alberto Colorni [17] and finds a wider 
range of applications which extend from Travelling 
salesman problem(TSP) to Network Routing to Quadrature 
Assignment Problem (QAP) and to data mining problems 
etc.[17]-[21] . 
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Fig.2. Induction Motor drive with PI Controller  

Fig.3 Response of the Induction Motor drive to a step input and load 

The dynamic response of the drive improves significantly 
and the same can be monitored in terms of the reduced 
value of the objective function. The objective function for 
the above system can be expressed as [12] 
(ࢄ)ܨ    = ൫1 ௣൯(1ܯ+ +                                                                                                                            ௦)                                       (13)ݐ
     Subject to	ݔ௠௜௡ ≤ ࢄ ≤  . ௠௔௫ݔ
 
Where X is a set containing the controller gains while ܯ௣ 
and ݐ௦ represent the peak overshoot and the settling time 
respectively. The various steps in the algorithm are as 
discussed below:- 
 
Step1: Distribute the ants randomly in the solution space 
Each ant in the solution space corresponds to the possible 
combination of the controller values. 
 
Step2: Evaluate the value of the objective function  
Considering the variations in the load and assuming a 
constant reference speed, the transfer function of the 
system can be expressed as [12] 												∆߱௥∆ ௟ܶ= ଶݏܬݏ− + ൫ܨ + ௣ܭ௔ܭ − ݏ௪൯ܭ +  																																																																				௜ܭ௔ܭ
 

Comparing the denominator of the above transfer function 
with the standard second order equation i.e. 
ଶݏ																												         + ݏ௡߱ߦ2 + ߱௡ଶ = 0 
௡߱ߦ2																															      = ൫ܨ + ௣ܭ௔ܭ −  ௪൯ܭ
and                          				߱௡ଶ =  ௜ܭ௔ܭ
Evaluating the value of ߱௡ and ߦ from the above 
equations, we have ߱௡ = ඥܭ௔ܭ௜ 
and																																						ߦ = ൫ிା௄ೌ௄೛ି௄ೢ൯ଶඥ௄ೌ௄೔ 	 
Thus the peak overshoot and the settling time of the drive 
at different operating points can be evaluated as ݐ௦ = 4ܶ =  ௡߱ߦ4

௣ܯ = ݁ିగቆక ඥଵିకమ൘ ቇ
 

Utilizing these values of the peak overshoot and the 
settling time, evaluate the value of the objective function 
corresponding to various ant locations. 
 
Step3: Evaluate and Update the pheromone content 
The pheromone at the various ant locations can be 
computed by the following equation 													߬௜	(ݐ) = (1 − (ߩ ∗ ߬௜	(ݐ − 1) + ఘி೔(ࢄ)(௧)           (14)                         

where ߬௜	(ݐ − 1) represents the knowledge acquired from 
the previous iterations about the quality of path being 
followed. 
 
Step4: Evaluation of Movement Probability 
The next best location that the ants can now occupy 
depends upon the ratio of the pheromone content at that 
location to the sum of the pheromone content at all other 
locations i.e. 
                            													 ௠ܲ = ఛ೔∑ ఛ೔೙భ                              (15)                        

Higher the value of this ratio, higher is the favorability of 
that path and vice-versa. 
 
Step5: Movement of the ants 
A term named Threshold probability		 ௧ܲ decides the 
location of the ants i.e. whether the ant is in desirable 
region of the solution space or not. Thus for cases where ௠ܲ ≥ 	 		 ௧ܲ (desirable region of the solution space) 
  Co-ordinates of the new location  
  =						௠∗௫మା௡∗௫భ௠ା௡ 	 , ௠∗௬మା௡∗௬భ௠ା௡                   (16)                      

                                 
where m is the step length and is kept as a constant equal 
to 0.2 [12] 
          n = (distance between the source and the destination 
location) - (step length) 
The multiple application of the section formula assures the 
movement of the ants along the resultant vector aligned at 
certain angles to the base vectors. 
 
Step6: For the ants in the undesirable region of the solution 
space, the movement of the ants is along the centroid of 
the cluster formed by the ants in the desirable region of the 
solution space. So the new co-ordinates of the ants in this 
region of the solution space can be evaluated as 

MOTOR DYNAMICS 

DIFFERENCE 

PI CONTROLLER 

Δ߱ோΔ߱௥௘௙

LOAD 
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  Co-ordinates of the new location (17) = =		∑௔௕௦௖௜௦௦௔	௢௙௧௛௘	௔௡௧௦	௜௡	௖௟௨௦௧௘௥ଵା∑௢௥ௗ௜௡௔௧௘௦	௢௙	௧௛௘	௔௡௧௦	௜௡	௖௟௨௦௧௘௥	ଵ௡௢.௢௙	௔௡௧௦	௜௡	௖௟௨௦௧௘௥ଵ 			                                            
         
Step7: Check if the termination criterion is reached or not. If 
If reached, then stop the algorithm or otherwise move to step 
2. 
Evaporation of the pheromone has been considered in the 
algorithm and is represented by ߩ .It prevents the 
algorithm to prematurely converge to sub–optimal points. 

Heuristic variable	(ߟ௜௝	 = ଵௗ೔ೕ) provides a priori information 

about the quality of the solution i.e. the quality of 
movement from node i to node j[22] .The information 
conveyed by this factor has not been utilized in the 
algorithm discussed in section III and thus the ants strictly 
follow the higher pheromone path . The introduction of 
this factor improves the speed of response and thus for 
applications that demand a faster response, the algorithm 
discussed in the next section would be better than its 
counterpart discussed in this section. 
 
IV. MODIFIED ACO APPROACH FOR THE CONTROLLER 

DESIGN 
This algorithm utilizes the information conveyed by the 
heuristic variable as well as the pheromone content in 
deciding the movement of the ants. The various steps 
involved in this algorithm are as follow:- 
                                     
Step1: Distribute the ants randomly in the solution space 
Each ant in the solution space corresponds to the possible 
combination of the controller gains that the system can 
adopt to yield better response. 
 
Step2: Calculate the values of ܯ௣, ݐ௦ of the system for the 
above (	ܭ௣,  ௜) combinations. The transfer function of aܭ
three phase induction motor drive with varying load and a 
constant reference speed can be expressed as follow:- 										∆߱௥∆ ௟ܶ= ଶݏܬݏ− + ൫ܨ + ௣ܭ௔ܭ − ݏ௪൯ܭ +  																																																																				௜ܭ௔ܭ
Comparing the denominator of the above transfer function 
with the standard second order equation i.e. 
ଶݏ																												         + ݏ௡߱ߦ2 + ߱௡ଶ = ௡߱ߦ2			 0 = ൫ܨ + ௣ܭ௔ܭ −  ௪൯ܭ
and                               				߱௡ଶ =  ௜ܭ௔ܭ
Evaluating the value of ߱௡ and ߦ from the above two 
equations, we have ߱௡ = ඥܭ௔ܭ௜ 
and																																							ߦ = ൫ிା௄ೌ௄೛ି௄ೢ൯ଶඥ௄ೌ௄೔ 	 
Thus the peak overshoot and the settling time of the drive 
at different operating points can be evaluated as ݐ௦ = 4ܶ =  ௡߱ߦ4

௣ܯ = ݁ିగቆక ඥଵିకమ൘ ቇ
 

Utilizing these computations evaluate the value of the 
objective function for the various ants. (ࢄ)ܨ = ൫1 ௣൯(1ܯ+ +  (௦ݐ
 
Step3: Evaluate and Update the pheromone content 
The pheromone at the various ant locations can be 
computed by the following equation ߬௜	(ݐ) = (1 − (ߩ ∗ ߬௜	(ݐ − 1) +  (ݐ)(ࢄ)௜ܨߩ
Where ߬௜	(ݐ − 1) represents the knowledge acquired from 
the previous iterations about the quality of path being 
followed. 
 
Step4: Apply the State Transition Rule 
The next best location that the ants can now occupy 
depends upon the ratio of the product of the pheromone 
content at that location and the distance between the source 
and the destination location to the sum of this product 
evaluated at all other locations i.e. 

                               Pm (i,j)= ఛ೔ೕ	ഀ ఎ೔ೕഁ∑ ఛ೔ೕ	ഀ ఎ೔ೕഁ				೙ೕసభ ݅	ݎ݋݂	 ≠ ݆	     (18)                       

               =  ݁ݏ݅ݓݎℎ݁ݐ݋															0		
 Higher the value of this ratio, higher is the favorability of 
that path and vice-versa. 
 
Step5: Movement of the ants 
The ants are moved by a step length to the location that 
corresponds to the maximum value of the movement 
probability as evaluated in step 4. 
  Co-ordinates of the new location  
  =						௠∗௫మା௡∗௫భ௠ା௡ 	 , ௠∗௬మା௡∗௬భ௠ା௡                         (19)                               

      
where m is the step length and is kept as a constant equal 
to 0.2 
          n = (distance between the source and the destination 
location) - (step length) 
 
Step6: Check if the termination criterion is reached or not. 
If reached, then stop the algorithm or otherwise move to 
step 2  
  

V. FUZZY –ACO APPROACH 
The proposed approach utilizes the clustering of the agents 
(ants) in to two clusters namely the source and destination 
cluster. The clustering is done mainly to differentiate 
between the untuned (initial) and the tuned (final) values 
of the controller gains. The values in the source cluster 
correspond to the untuned values while the values in the 
destination cluster correspond to the tuned values. 
Corresponding to a particular value (untuned 	ܭ௣,  ௜ܭ
values) in the source cluster, there is a value in the 
destination cluster that is a best fit value yielding lower 
values of objective function. This approach significantly 
reduces the response time and enhances the dynamic 
response of the drive. 
The fuzzy rule base has been formed so as to yield 
optimized values of the controller gains in the destination 
cluster. The basic schematic of the fuzzy system is as 
shown in Fig. 4.The rule base for the above system is as 
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shown in Table 1. The rule base provides with the 
optimized values of the controller gain in the destination 
cluster and all the ants are moved towards their best values 
in the destination cluster starting from some values in the 
source cluster by laying higher pheromone content along 
these paths.  
 
 

      
      
      
      
      
      
      
 Fig. 4 Basic schematic of the Fuzzy system  
 

TABLE 1  
RULE BASE USED IN THE FUZZY-ACO ALGORITHM 

 
I/P 2 

I/P 1 
VSI SI MI LI VLI 

SP (MP,MI) (LP,MI) (LP,LI) (VLP,VLI) (VLP,VLI) 

MP (LP,SI) (LP,MI) (VLP,MI) (VLP,MI) (VLP,VLI) 

LP (VLP,SI) (VLP,MI) (VLP,LI) (VLP,MI) (VLP,LI) 

VLP (VLP,MI) (VLP,MI) (VLP,MI) (VLP,VLI) (VLP,VLI) 

 
The various steps involved in this algorithm are as follow:- 
  
Step1: Distribute the ants randomly in the solution space 
Each ant in the solution space corresponds to the possible 
combination of the controller values. 
 
Step2: Evaluate the value of the objective function  
Considering the variations in the load and assuming a 
constant reference speed, the transfer function of the 
system can be expressed as 										∆߱௥∆ ௟ܶ= ଶݏܬݏ− + ൫ܨ + ௣ܭ௔ܭ − ݏ௪൯ܭ +  																																																																				௜ܭ௔ܭ
 
Comparing the denominator of the above transfer function 
with the standard second order equation i.e. 
ଶݏ				 																																																																																						         + ݏ௡߱ߦ2 + ߱௡ଶ = 0 
௡߱ߦ2																															      = ൫ܨ + ௣ܭ௔ܭ −  ௪൯ܭ
and                               ߱௡ଶ =  ௜ܭ௔ܭ
Evaluating the value of ߱௡ and ߦ from the above 
equations, we have ߱௡ = ඥܭ௔ܭ௜ 
and																																							ߦ = ൫ிା௄ೌ௄೛ି௄ೢ൯ଶඥ௄ೌ௄೔ 	 
Thus the peak overshoot and the settling time of the drive 
at different operating points can be evaluated as ݐ௦ = 4ܶ =  ௡߱ߦ4

௣ܯ = ݁ିగቆక ඥଵିకమ൘ ቇ
 

Utilizing these values of the peak overshoot and the 
settling time, evaluate the value of the objective function 
corresponding to various ant locations. 
 
Step3: Form the Fuzzy rule base 
The rule base for the above system is formed as shown in 
the Table 1.The rule base has been formed by utilizing the 
past experiences. The rule base divides the entire range of 
the controller gain values into multiple small ranges.  
 
Step 4: Calculation of the resultant location 
Utilizing the fuzzy rule base, evaluate to the next best 
location that the ant can occupy. 
  
Step 5:  Update the pheromone content 
The pheromone at the various ant locations can be 
computed by the following equation 
 																			߬௜	(ݐ) = (1 − (ߩ ∗ ߬௜	(ݐ − 1) + ఘி೔(ࢄ)(௧)                                      

Where ߬௜	(ݐ − 1) represents the knowledge acquired from 
the previous iterations about the quality of path being 
followed. 
Step 6: Movement of the ants 
The ants are moved by a step length towards the locations 
as evaluated in step 4. Thus the co-ordinates of the new 
location can be calculated as follow: 
  Co-ordinates of the new location   
=						௠∗௫మା௡∗௫భ௠ା௡ 	 , ௠∗௬మା௡∗௬భ௠ା௡                                                  

where m is the step length and is kept as a constant equal 
to 0.2 
          n = (distance between the source and the destination 
location) - (step length) 
Update the source cluster with the new values of the 
location co-ordinates of the ants. 
 
Step7: Check if the termination criterion is reached or not. 
If reached, then stop the algorithm or otherwise move to 
step 2 
 

VI. SIMULATION RESULTS AND DISCUSSIONS 
The comparison of the three algorithms for the controller 
design and tuning discussed in this paper is made for 
various operating points. The speed response of the drive 
changes with the change in the operating point or with the 
change in the system parameters. The performance of the 
three algorithms is compared in terms of the transient 
parameters of the system such as the peak overshoot and 
the settling time. The values of these transient parameters 
in turn are used to evaluate the numeric value of the 
objective function. Lower numeric values of the objective 
function ensure good response. Finally the percentage 
improvement in the dynamic response of the drive with 
respect to the conventional methods is discussed in Table 
2.  Thus from the above computations and graphical 
analysis it’s clear that the first and second algorithm as 
discussed in sections IV and V would yield same results 
but however vary significantly in the speed of response. 

INPUT 1 

INPUT 2 

SUGENO
OPT ௣ܭ
OPT  ௜ܭ
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The second algorithm responds faster to the variations in 
load or system parameters and thus significantly improves 
the quality of the transient response. However the Fuzzy- 
ACO approach yields better results than the two 
algorithms discussed in section IV and V and uses lesser 
no. of iterations as compared with the other two 
algorithms. The comparison of the variation in the 
objective function of the first and second algorithm is as 
shown in Fig.5. The Fig. 6 also shows efficiency of the 
controller designed using the Modified ACO approach and 
the Fuzzy-ACO approach as the controller provides the 
smooth tracking of the variations in the speed and load and 
thus provides excellent transient response at various 
operating points. The results so obtained in this paper 
provide an improved dynamic response of the drive as 
compared to the results already established [12]. 
 

VII. CONCLUSION 
This paper outlines the importance of the controller 
operating at optimal conditions for producing improved 
dynamic response of the drive under variable conditions. 
The improved dynamic response is taken up as an 
optimization problem aiming at producing optimal 
controller parameters which meet the current load and 
voltage requirements while yielding excellent dynamic 
response. The optimization of the controller parameters is 
achieved using two variants of the ACO approach and a 
Fuzzy-ACO approach. The response of the drive with the 
second variant of the ACO approach is much faster as 
compared to the controller design and tuning using the first 
variant of the ACO approach. The smaller values of peak 
overshoot and settling time are possible only with the 
Fuzzy-ACO approach. The Fuzzy-ACO approach is thus 
the best possible way to design and tune the controller for 
a three phase induction motor drive. This approach 
accounts effectively for all sorts of variations without 
deteriorating the dynamic performance of the drive. 
 

 
 

Fig.5 Comparison in the Variation of the Objective Function Values for 
First and Second Algorithm. 

 
Fig.6 Controller tracking the variations in speed and load 

TABLE 2 
PERFORMANCE COMPARISON OF THREE ALGORITHMS AT VARIOUS OPERATING POINTS 

CONTROLLER 
OPERATING 

POINTS 
SETTLING 

TIME 
PEAK 

OVERSHOOT 

VALUE OF 
THE 

OBJECTIVE 
FUNCTION 

PERCENTAGE 
IMPROVEMENT IN 

PERFORMANCE 

PI(CONVENTIONAL) 
PI(ALGO1) 
PI(ALGO2) 
PI(FUZZY-ACO) 

(0.666,-2.500) 

0.216 
0.1900 
0.1900 
0.1835 

0.10 
0.0376 
0.0376 
0.0273 

1.3376 
1.2349 
1.2349 
1.2158 

 
7.6779% 
 
9.1058% 

PI(CONVENTIONAL) 
PI(ALGO1) 
PI(ALGO2) 
PI(FUZZY-ACO) 

(0.667,-0.667) 

0.598 
0.1984 
0.1984 
0.1913 

0.116 
0.0371 
0.0371 
0.0259 

1.78337 
1.2429 
1.2429 
1.2222 

 
30.306105% 
 
31.466% 

PI(CONVENTIONAL) 
PI(ALGO1) 
PI(ALGO2) 
PI(FUZZY-ACO) 

(0.372,-0.633) 

0.629 
0.3516 
0.3516 
0.3391 

0.116 
0.0326 
0.0326 
0.0141 

1.81796 
1.3956 
1.3956 
1.3580 

 
23.2326% 
 
25.3008% 

PI(CONVENTIONAL) 
PI(ALGO1) 
PI(ALGO2) 
PI(FUZZY-ACO) 

(0.500,-0.800) 

0.499 
0.2621 
0.2621 
0.2527 

0.116 
0.0353 
0.0353 
0.0209 

1.67288 
1.3066 
1.3066 
1.2789 

 
21.895% 
 
23.55% 
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